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Abstract 

Forensic firearm examiners compare the features in cartridge cases to provide a judgment 

addressing the question about their source: do they originate from one and the same from two 

different firearms? In this article, the validity and reliability of these judgments is studied and 

compared to the outcomes of a computer-based method. The features we looked at were the 

striation patterns of the firing pin aperture shear marks of four hundred test shots from two 

hundred Glock pistols, which were compared by a computer-based method. Sixty of the 

resulting 79,800 comparisons were shown to 77 firearm examiners. They were asked to judge 

whether the cartridge case had the same source or a different source, and to indicate the 

degree of support the evidence provided for those judgments. 

The results show that the true positive rates (sensitivity) and the true negative rates 

(specificity) of firearm examiners are quite high. The examiners seem to be slightly less 

proficient at identifying same-source comparisons correctly, while they outperform the used 

computer-based method at identifying different-source comparisons. 

 The judged degrees of support by examiners who report likelihood ratios are not well-

calibrated. The examiners are overconfident, giving judgments of evidential strength that are 

too high. The judgments of the examiners and the outcomes of the computer-based method 

are only moderately correlated. 

We suggest to implement performance feedback to reduce overconfidence, to improve 

the calibration of degree of support judgments, and to study the possibility of combining the 

judgments of examiners and the outcomes of computer-based method to increase the overall 

validity. 
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1 Introduction 

Judicial systems rely on the forensic science disciplines to provide scientific evidence that can 

be used in the court of law [1]. One of these disciplines is forensic firearm examination. The 

main role of firearm examiners is to provide evidence about the source of cartridge cases and 

bullets that are recovered after a shooting incident. These cartridge cases and bullets contain 

marks with features – striations and impressions – that originate from components of the 

firearm with which they were fired. Those features can be compared with the features in 

reference shots fired with a submitted firearm. The results of such a comparison are used to 

provide a judgment about the question whether the shots were fired with the submitted 

firearm or with a different firearm. When there is no submitted firearm, the features of 

different cartridge cases from the crime scene can also be compared to judge whether those 

were fired with the same firearm or with different firearms. 

Comparing features is traditionally done by examiners, acting as the main instrument 

of analysis and interpretation [2-4]. Even though courts often treat the testimonies of 

examiners as impartial [3, 5], they are often criticized for their lack of scientific rigor [1, 6-8]. 

In particular, forensic disciplines that rely heavily on feature comparison, such as firearm 

examination, would benefit from the development of a research culture where the goal is to 

develop a well-established scientific foundation, and where judgments are substantiated by 

empirical research in addition to training and experience [8, 9]. Such research should focus on 

the validity and reliability of methods and their application [8]. Several avenues of research 

have been proposed. These include the development of more objective computer-based 

methods [8]; the quantification of the variability of features coming from the same or from 

different sources [1]; the shift from the false idea that judgments could be based on 

uniqueness of features to establishing their evidential strength and to report judgments in 

probabilistic terms [8]; the determination of the validity of judgments [1, 8], preferably by 

double-blind proficiency tests in casework [9, 10]; the implementation of context information 

management to minimize the risks of cognitive bias [1, 3, 6, 8, 9, 11-14], including e.g., 

(linear) sequential unmasking, where the evidential material is not examined simultaneously 

with the reference material, but before examination of and comparison with the reference 

material [3, 15, 16]; the management of case information [17-19] and blind peer review [3, 6, 

7, 20-23]. 
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In firearm examination most scientific effort has been on the determination of the 

validity of judgments and on the development of more objective computer-based methods. 

Multiple studies have been set up with the aim to show that examiners are able to correctly 

judge whether a cartridge case or bullet was fired with a specific firearm or not [e.g., 24, 25-

31]. Overall, these studies report low error rates when comparing the judgments of examiners 

with the ground truth, which is the known correct answer (same-source or different-source 

judgment) based on the study design. Although these results seem promising, it is unsure how 

these results of experiments relate to the validity that can be expected during actual casework. 

There are several limitations of these studies, such as dependencies between judgments due to 

study designs, the use of closed sets with reference specimens for each questioned sample, 

and the relevance of the specimens used when compared to normal casework. Blind 

proficiency tests performed in the normal case flow seem to overcome these issues [10, 32]. 

More objective computer-based methods have been developed [e.g., 33, 34-47]. These 

studies usually rely on 3D surface topography measurements of the striation or impression 

patterns in fired cartridge cases or bullets. The measurements are then compared to each other 

by computer algorithms, resulting in a comparison score that gives some degree of similarity. 

Depending on the applied interpretation paradigm these scores are then used directly to decide 

(implicitly assuming some prior odds and cost/benefit of wrong/right decisions) about the 

source of the questioned cartridge cases or bullets and to assess an error rate [e.g., 36, 38, 39, 

42], or to determine the evidential strength [e.g., 33, 48-50]. As a measure of the evidential 

strength, the likelihood of the comparison score is assessed for mutually exclusive 

propositions, for example H1: the two cartridge cases were fired with the same firearm, and 

H2: the two cartridge cases were fired with different firearms. The ratio of these likelihoods 

provides the evidential strength, the likelihood ratio (LR) [51]. An LR above 1 represents 

support for H1 over H2, and a LR below 1 means support for H2 over H1. These two 

interpretation paradigms correspond to two currently applied reporting formats for examiner 

judgments. In one of these, categorical same-source decisions are made when the features are 

in “sufficient agreement” [52], according to the scientifically-flawed individualization 

principle, and in the other the likelihoods of the features are assessed given two propositions 

resulting in an opinion on the strength of the evidence [53-56].  

Independent of the applied interpretation paradigm, both the examiners and the 

computer-based methods take into account the degree of similarity of the features in e.g., two 

cartridge cases when providing information about their source. Ceteris paribus, a higher 
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degree of similarity will provide stronger support for the proposition that cartridge cases are 

from the same source. Because the examiners and the computer-based method consider 

similar features and apply (subjective) comparison algorithms based on the same metric of 

degree of similarity, it seems reasonable to expect that the outcomes of the two are coherent, 

in the sense that the judged degrees of support of examiners are positively correlated to the 

comparison scores from the computer-based method. Neither the examiner judgments nor the 

outcomes of a computer-based method can be considered as a golden standard. The validity of 

examiner judgments needs to be further determined [1, 8], while the computer-based methods 

are still in an experimental stage.  

The aims of this study are to assess the validity and reliability of source judgments by 

examiners and the validity of a computer-based method, to determine the relation between 

examiners’ judgments and the outcomes of a computer-based method, and to determine how 

calibrated the judged degrees of support of firearm examiners are. To do this we focus on one 

of the marks that is present in cartridge cases fired with Glock pistols, the firing pin aperture 

shear mark. The features of this mark are striations on the primer cup of the cartridge case that 

are caused by the margins of the firing pin aperture of the breechface when the barrel unlocks 

from the slide. 

2 Materials and methods 

In this section we first provide information about the firearms and ammunition we used for 

this study. Secondly, we discuss the computer-based method we used, where we provide 

information about the data-acquisition, data pre-processing, striation pattern comparison, and 

the calculation of likelihood ratios. Then we discuss the acquisition of examiner judgments, 

where we provide details about the subjects and the study design. We conclude this section 

with an overview of the analyses that we will perform. 

2.1 Firearms and ammunition 

We used a total of 200 9mm Luger Glock pistols. These firearms were seized in the 

Netherlands. We chose Glock pistols because they are prevalent in shooting incidents across 

the world, ensuring that participating firearm examiners are familiar with their features. We 

fired two shots with each of the firearms, using Fiocchi 9mm Luger ammunition with nickel 

colored primer cups. 
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2.2 Computer-based method 

2.2.1 Data acquisition 

We acquired two- and three-dimensional measurements of the striations of the firing pin 

aperture shear marks of the four hundred cartridge cases. For the 2D measurements we took 

digital images using a Leica FS C microscope [57] combined with a Leica DFC490 [58] 

digital camera. The magnification was set at 60×, resulting in exported images of 3264x2448 

pixels, with an RGB color depth of 8 bits per channel without compression. The first author (a 

certified firearm examiner) visualized the striation patterns using oblique lighting, optimized 

to show as many of the striations as possible while avoiding overexposure. For the 3D 

measurements the firing pin aperture shear marks were first cast using gray Forensic Sil [59]. 

This was done to reduce measurement noise caused by light reflecting from the metal primer 

cup. We acquired the 3D surface topographies using the Alicona InfiniteFocusSL [60], which 

uses white light focus variation. The acquisition parameters were set to 2 µm lateral resolution 

and 200 nm vertical resolution, using a 20× magnification objective, and a full 360° ring light. 

2.2.2 Data pre-processing and the comparison of striation patterns 

We manually cropped the exported 2D and 3D data files to select the striation patterns in the 

firing pin aperture shear mark to be considered for further comparison. This was necessary 

because the data files contained more information than just the striations patterns of interest. 

By selecting only the striation patterns to be considered for the comparison we ensured that 

the computer-based method and the examiners would not be privy to information outside the 

scope of this study (e.g., part of the breechface and firing pin impressions as can be seen the 

2D and 3D measurements in Figure 1). We paid special attention to select exactly the same 

parts of the striation patterns for the 2D and 3D data. Because of differences in acquisition 

resolution, this resulted in a length of the cropped area of 120 pixels for the 2D data and 160 

pixels for the 3D data. The width of the cropped area was determined by the bounds of the 

firing pin aperture shear marks. This resulted in cropped areas of approximately 0.1 by 1 mm. 

To be able to compare the striation patterns, the acquired 2D and 3D data need to be pre-

processed into striation profiles. Such a profile is an averaged 1D profile from which the 

overall shape and noise outside the set band-passes of 250 µm and 5 µm, respectively, are 

removed. The 1D profile represents the striation pattern along the direction of its creation 

(length of the cropped area). After cropping, the data were pre-processed into a 1D profile 

following an automated approach, using scripts developed in-house [61]. 
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Before determining the similarity, a multi-scale registration framework including two 

degrees of freedom: translation and scaling, was used to align two striations patterns. 

Translation was set to a maximum of 0.1 mm and is used to move the profiles relative to each 

other. Scaling was set to a maximum of 3.0 % and is used to correct for compression between 

acquired profiles by allowing for stretching and shrinking. After alignment, the degree of 

similarity between two profiles is determined by a comparison score, the cross-correlation. 

This comparison score ranges from -1 to 1, with -1 representing maximum negative 

correlation, 1 representing maximum positive correlation, and 0 representing no correlation. 

Please refer to Baiker et al. 2014 [61] for additional details regarding the applied pre-

processing steps, profile alignment, and comparison which were originally developed for the 

comparison of toolmark striation patterns [61-64]. Figure 1 shows a schematic representation 

of the steps taken to compare two firing pin aperture shear marks from the same source (one 

firearm) using both 2D and 3D measurements. 

 

 

Figure 1 

Schematic representation of the steps taken to compare two firing pin aperture shear marks from the 

same source using both 2D and 3D measurements. From left to right: tests fires are created and cast, 

2D measurement from the test shots and 3D measurements from the casts are acquired, the striation 

patterns to compare are selected, the data is pre-processed and the resulting 1D striation profiles are 

aligned, the comparison score is calculated. 
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2.2.3 LR calculation 

All acquired striation profiles were compared to each other. This resulted in 200 same-source 

and 79600 ((400×399/2) - 200) different-source comparison scores for both the 2D and 3D 

data. The distributions of the same-source and different-source comparison scores are 

modeled by kernel density estimation, using the built-in density function in R [65] with 

bandwidths for same-source and different-source distributions set at 1.5. The resulting 

distributions are generic for cases from the relevant population and can be used for common-

source questions such as: are these two cartridge cases fired with the same firearm? Here, the 

reproducibility of a specific firearm in a case is not considered as it is in specific-source 

questions such as: is the cartridge case fired with the submitted firearm? To calculate a 

similarity-only score-based LR for a specific comparison score, the probability density of the 

modeled same-source distribution is divided by that of the different-source distribution. The 

histograms and modeled distributions, and the corresponding calculated LRs for both the 2D 

and 3D data are shown in Figure 2. The 95% bootstrap confidence intervals for the calculated 

LRs, based on 2000 bootstrap samples, are also shown to illustrate the sensitivity of the 

calculated LRs to the sampling (sampling error was not taken into account in the calculation 

of the LRs). While sampling for the different-source distributions we only used the 

comparison scores resulting from the two first test shots per firearm. This was done to correct 

for dependency between comparison scores. Our comparison score was a similarity-only 

score that did not take into account the typicality of the features (see Morrison and Enzinger 

(2018) [66] for more information about possible effects hereof on the calculated LRs). 

To enable a robust calculation of the LRs it is necessary that there is sufficient 

empirical data. Because of insufficient data in the tails of the modeled distributions the 

calculated LRs become sensitive to sampling error, which is visualized by the large bootstrap 

confidence intervals for the LRs based on the tail areas of the histograms (Figure 2). A 

straightforward approach to decide which LRs can be considered to be robust with regard to 

sampling error is to limit the minimum and maximum LR values based on the size of the used 

sample set used ([67]). As a rule of thumb, the LR should not be smaller than 1 divided by the 

number of same-source comparisons or larger than the number of different-source 

comparisons. The calculated LRs outside that range are increasingly based on extrapolation of 

the distributions with limited to no empirical underlying data and could be replaced by the 

conservative LR values at the bounds. Because of the number of our same-source (N = 200) 

and different-source (N = 79600) comparisons, the robust LRs will be between approximately 
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10-2 and 104 to 105 (see Vergeer et al. (2016) [67] and Morrison and Poh (2018) [68] for 

detailed suggestions to avoid overstating the LR). 

 

 

Figure 2 

The histograms and modeled same-source (black bars) and difference-source distributions (gray bars) 

(top) and the corresponding calculated LRs and 95% bootstrap confidence intervals (below) for the 

2D (left) and 3D (right) data. The vertical lines represent an arbitrarily chosen comparison score of 

0.71 and the corresponding calculated LRs is indicated for the 2D and 3D data, respectively. 

 

2.3 Examiner judgments 

2.3.1 Participants 

We invited forensic firearm examiners from Europe, North America, South America, Asia 

and Oceania by e-mail to participate and to extend the invitation to their direct colleagues. 

This e-mail contained a link to an online questionnaire that was used to acquire the examiner 

judgments. We asked each participant to provide some background information about their 

qualifications as a firearm examiner, whether they work for an accredited institute, their years 

of experience, their country of employment, and in what format they report their opinions in 
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casework. A total of 112 recipients opened the online questionnaire and consented to the use 

of their data for this study. We use the data resulting from 77 of these participants for 

analysis. We excluded the data from the other subjects from further analysis because they 

were incomplete. 

The 77 included participants were examiners from all invited continents. Of the 

participants, 75 stated that they were qualified examiners, one was in training and one taught 

firearm examination at the university, 56 worked for an accredited institute, and their years of 

experience ranged from 1 to 47 years (M = 16.3, SD = 8.9). Of the participants, 58 stated that 

they provide categorical conclusions in casework (i.e., exclusion / inconclusive / inclusion 

judgments), 13 provide probabilistic conclusions of whom 10 report likelihood ratios, and 6 

apply the 5 step reporting scale as proposed in Pauw-Vugts et al. (2013) [31]. 

2.3.2 Study design 

The online questionnaire started with a description of the purpose of the study. On the 

questionnaire the participants were shown a set of 60 comparison images. In these comparison 

images the 2D measurements of the striation patterns of two cartridge cases were aligned in 

correspondence to the alignment by the computer-based method and visualized in a way that 

is familiar to firearm examiners (side-by-side). Before being shown the 60 comparison images 

to be judged, the participants were shown an overview of comparison images showing 

features with various degrees of similarity (see Figure 3). 

After that, the participants were asked to judge the degree of similarity of the aligned 

striation patterns on a scale consisting of : 1) (almost) no similarity, 2) a low degree of 

similarity, 3) a medium degree of similarity, 4) a high degree of similarity, and 5) almost total 

similarity.  

After judging the degrees of similarity, the same 60 comparison images were again 

shown to the participants. Three additional questions were asked per comparison image: 

1) Does the comparison provide support for the striations in the cartridge cases being the 

result of firing the cartridge cases with one or with two Glock pistols? 

2) What is your judged degree of support for this conclusion? 

3) Would you have provided an inconclusive conclusion in casework? 
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Figure 3. 

Overview of nine comparison images showing features with various degrees of similarity. The 

comparisons were selected from the range of comparison scores resulting from the computer-based 

method. These comparison images were not part of the 60 comparison images used to acquire the 

examiner judgments. 

 

The first question resulted in a source choice were the participants judged whether the 

comparison image provides support for two cartridge cases having been fired with one Glock 

pistol (same source) or with two Glock pistols (different source). For the second question the 

participants were asked to judge the degree of support for their source judgment on a six-step 

verbal scale (Table 1). The participants who stated that they report their results as an LR in 

casework received the same verbal scale, but defined by numerical frequency of occurrence 

ranges (e.g., moderate support (1 in 2 to 1 in 100 test fires). For same-source judgments 

participants were asked to assume the opposite, that the cartridge case on the right was 

actually fired with another Glock pistol. Keeping that assumption in mind they were asked in 

every how many test shots from other Glock pistols (Column 2) they would expect to find the 

same striation pattern (and resulting degree of similarity). For different-source judgments 
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participants were again asked to assume the opposite, that the cartridge case on the right was 

actually fired with the same Glock pistol as the one on the left. Keeping that assumption in 

mind they were asked for how many test shots from that Glock pistol (Column 2) they would 

expect to find the same striation pattern (and resulting low degree of similarity) as seen in the 

cartridge case on the right. These judged frequencies of occurrence were used to approximate 

the resulting LRs as a random match equivalent [69] (Table 1). For same-source judgments, 

these pseudo LRs are calculated by setting the likelihood of the degree of similarity given the 

same-source proposition to 1 and dividing that by the judged relative frequency of occurrence 

of finding the same striation pattern (and resulting degree of similarity) with test shots from 

other Glock pistols (different-source proposition). For different-source judgments, the pseudo 

LRs are calculated by dividing the judged relative frequency of occurrence of finding the 

same striation pattern (and resulting degree of similarity) when the cartridge cases were fired 

with the same firearm (same-source proposition) by the likelihood of the degree of similarity 

given the different-source proposition, which was set to 1. The choice was made to use these 

approximated LRs because asking the examiners to provide the likelihood of the degrees of 

similarity given each of the propositions would have resulted in a (too) complex 

questionnaire, increasing the likelihood of misunderstanding of the task and distortion of the 

results. 

The third question was whether participants would feel confident to report their 

judgment about the source in casework or would provide an ‘inconclusive’ conclusion. The 

order in which the comparison images were shown was randomized for each participant and 

when judging the degree of similarity and judging the source and degree of support per 

participant. 

The 60 comparisons were selected from the 79,800 same-source and different-source 

comparisons as performed by the computer-based method and included 38 same-source and 

22 different-source comparisons. The proportion of same-source comparisons was chosen to 

be higher as these were thought to occur more often in one-to-one comparisons in casework. 

The comparisons were selected mainly based on the calculated LRs for the 2D measurements 

reached with the computer-based method, while also considering the calculated LRs for the 

3D measurements. The same-source and between-source distributions, necessary to calculate 

the LR of a comparison, were modeled for each comparison of two cartridge cases without 

including the test shots of the corresponding firearm(s).  
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Table 1 

The used scale to judge the degree of support for the same-source or different-source judgments 

(Column 1). The subjects that report LRs in casework were also shown the information in Column 2. 

The approximated LRs based on random match equivalents for the same-source and different-source 

judgments are shown in Column 3 and 4, respectively. 

Degree of support Judged occurrence 

Approximated LR 

same-source 

judgment 

Approximated LR 

different-source 

judgments 

Weak support 
In 1 in 2 TO 1 in 10 

test shots 
2-10 0.1-0.5 

Moderate support 
In 1 in 10 TO 1 in 100 

test shots 
10-100 0.01-0.1 

Moderately strong 

support 

In 1 in 100 TO 1 in 

1,000 test shots 
100-1,000 0.001-0.01 

Strong support 
In 1 in 1,000 TO 1 in 

10,000 test shots 
1,000-10,000 0.0001-0.001 

Very strong support 
In 1 in 10,000 TO 1 in 

1,000,000 test shots 
10,000-1,000,000 0.000001-0.0001 

Extremely strong 

support 

In less than 1 in 

1,000,000 test shots 
>1,000,000 <0.000001 

 

We put more emphasis on the 2D measurements because that would ensure that the same 

visual data would be available for the participants and the computer-based method. 

Comparisons were selected along the complete range of calculated LRs, including the 

calculated LRs which could be considered to be less robust (see the LR calculation subsection 

of the Materials and Methods section). We selected a relatively large proportion of low LRs 

for same-source comparison and high LRs for different-source comparisons to ensure an 

equal distribution of comparisons with varying LRs in the test set. Furthermore, we included 

all three same-source comparisons where the calculated LR (based on 2D and/or 3D 

measurement) was smaller than 1 and ten different-source comparisons where the calculated 

LR was larger than 1 (misleading evidence). This resulted in an overrepresentation of 

‘difficult’ comparisons when compared to the available population of comparisons. Because 
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the computer-based method is still experimental, we chose to also consider the calculated LRs 

based on the 3D data when selecting comparisons. When possible, we selected those 

comparisons that had fairly consistent calculated LRs based on 2D and 3D measurements. 

This was done to more robustly select comparisons which can be considered to be easier or 

harder. We considered the difference in degree of support steps (Table 1) between the 2D and 

3D calculated LRs as a measure of consistency between LRs. By selecting comparison sets in 

this way we ensured that our test set contained samples that replicate the full range of 

comparison difficulty (as suggested by e.g., AAAS (2017) [70]). A list of the 60 selected 

comparisons with calculated LRs is shown in Appendix 1. 

2.4 Analyses 

Here we introduce the analyses that we perform to assess the validity and reliability of source 

judgments by examiners and the validity of the computer-based method, to determine the 

relation between examiners’ judgments and the outcomes of the computer-based method, and 

to determine how calibrated the judged degrees of support of firearm examiners are. 

2.4.1 Validity of source choices 

To determine the validity of the outcomes of both the computer-based method and all the 

examiners combined we calculate the true and false positive rate, and the true and false 

negative rate based on the chosen same-source or different-source proposition. The true 

positive rate is also known as sensitivity and the true negative rate as specificity. The false 

positive and false negative rates relate to the rates of misleading evidence for different-source 

and same-source comparisons, respectively. 

2.4.1.1 Computer-based method 

For the validity analysis of the computer-based method a calculated LR above 1 is considered 

to be a true positive when the compared cartridge cases were indeed fired with one firearm 

(same source) and a false positive when they were fired with two firearms (different source). 

Likewise, a calculated LR below 1 is considered to be a true negative when the compared 

cartridge cases were indeed fired with two firearms and a false negative when they were fired 

with one firearm. 
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2.4.1.2 Firearm examiners 

For the examiners, we compare the proposition for which they found support (from here on: 

source choice) to the known ground truth of the compared cartridge cases. A same-source 

choice is considered to be a true positive when the cartridge cases were indeed fired with one 

firearm and a false positive when they were fired with two firearms. Likewise, a different-

source choice is considered to be a true negative when the cartridge cases were indeed fired 

with two firearms and a false negative when they were fired with one firearm. 

We determine the validity of the source choices based on all 60 judged comparisons, 

whether or not the examiners did not feel confident to report these in casework 

(‘inconclusives’) and on only the source choices that the examiners felt confident to report, 

thus excluding the choices that the examiners judged to be ‘inconclusive’. For all 60 judged 

comparisons we will also break down this analysis based on the judged degrees of support. 

2.4.2 Reliability of examiner judgments 

We study both the within-subject and between-subject reliability. 

The within-subject reliability can be studied because the examiners judged both the 

degree of similarity and the degree of support for the same 60 comparisons. The degree of 

similarity is used by the examiners to provide a judgment about the source of the compared 

cartridge cases and about the degree of support for that judged source. To determine the 

within-subject reliability, we calculate the Spearman correlations between the judged degree 

of similarity and the judged degree of support per examiner, both for the same-source and 

different-source comparisons. 

For the between-subject reliability we consider both the judged degree of similarity 

and the degree of support. We calculate the Spearman correlations between examiners for 

these two types of judgments, both for the same-source and different-source comparisons. 

2.4.3 Relation between examiners’ judgments and the outcomes of the computer-based 

method 

To determine the relation between the examiners’ judgments and the outcomes of the 

computer-based method we calculate the Spearman correlation for each examiner between the 

judged degree of similarity and the comparison scores based on the 2D measurements and 

between the judged degree of support and these comparison scores. We only consider the 
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comparison scores based on the 2D measurements as this ensures that the same visual data 

was available for the examiners and the computer-based method. 

2.4.4 Calibration of judged degrees of support 

We look into the calibration of judged degrees of support because it has been argued that 

examiners are able to provide meaningful judgments of the degree of support for same-source 

versus different-source propositions based on their experience [56, 71]. 

Studying whether the judged degrees of support are calibrated is only possible for the 

examiners who report likelihood ratios. Their judged degrees of support were defined by 

numerical ranges, ensuring a similar interpretation of the verbal scale. The other examiners 

provided their judgments about the degree of support on a verbal scale. This verbal scale was 

not defined by numerical ranges and as a result the perception of the degrees of support will 

vary between examiners [72, 73] and this variability will probably be larger than for 

expressions defined by numerical ranges [72]. As a result, it is not meaningful to combine the 

judgments of those examiners.  

We first aggregate the degree of support judgments of the examiners who report 

likelihood ratios based on the chosen proposition (same-source or different-source) and 

degree of support (weak support to extremely strong support). For these judgments the 

proportion of misleading choices is calculated for each degree of support. 

To see whether the judged degrees of support are calibrated we compared the 

calculated proportions of misleading choices with the expected ranges of the proportions of 

misleading choices based on the ranges of the judged degrees of support. When judgments of 

the degree of support are well-calibrated, they are expected to fall within these ranges. These 

ranges are based on the approximated LR ranges resulting from the judged degrees of support, 

using Equation 1 [74]: 

 

1

(
𝑁𝑠𝑎𝑚𝑒 𝑠𝑜𝑢𝑟𝑐𝑒

𝑁𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡 𝑠𝑜𝑢𝑟𝑐𝑒
 ∙𝐿𝑅)+1

=
1

(
38

22
 ∙𝐿𝑅)+1

 (Eq. 1) 

 



16 
 

Furthermore, we calculate the Pearson correlation between the proportion of misleading 

choices and the expected ranges of the proportions of misleading choices based on the ranges 

of the judged degrees of support. 

3 Results 

3.1 Validity of source choices 

The number of true positive, true negative, false positive and false negative source choices 

and the resulting true positive and true negative rates and the false positive and negative rates 

for the computer-based method and the examiners as well as the number of ‘inconclusive’ 

judgments for the examiners are shown in the confusion matrices in Table 2. 

 

Table 2 

Confusion matrices for the outcomes of the computer-based methods and the judgments of the 

examiners in relation to the ground truth of the comparison (same-source (SS) or different-source 

(DS) comparison). To calculate the True Positive Rates (TPR), True Negative Rates (TNR), False 

Positive Rates (FPR) and False Negative Rates (FNR) the number of True Positive (TP), True 

Negative (TN), False Positive (FP) and False Negative (FN) conclusions were entered in the following 

equations: TPR = TP/(TP+TN), TNR = TN/(TN+FP), FPR = FP/(FP+TN) and FNR = FN/(FN+TP). 

The number of ‘inconclusive’ judgments are shown in the last matrix. 

Computer-based method – 2D data – All data 

N = 79800 SS comparison DS comparison  

SS outcome (LR > 1) 198 1012 FPR = .013 

DS outcome (LR < 1) 2 78588 FNR = .010 

 TPR = .990 TNR = .987  

    

Computer-based method – 3D data – All data 

N = 79800 SS comparison DS comparison  

SS outcome (LR > 1) 198 999 FPR = .013 

DS outcome (LR < 1) 2 78601 FNR = .010 

 TPR = .990 TNR = .987  

    

Computer-based method – 2D data – Sixty selected comparisons 

N = 60 SS comparison DS comparison  

SS outcome (LR > 1) 36 10 FPR = .455 

DS outcome (LR < 1) 2 12 FNR = .053 

 TPR = .947 TNR = .545  
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Computer based-method – 3D data – Sixty selected comparisons 

N = 60 SS comparison DS comparison  

SS outcome (LR > 1) 36 5 FPR = .227 

DS outcome (LR < 1) 2 17 FNR = .053 

 TPR = .947 TNR = .773  

    

Examiners – All sixty selected comparisons 

N = 4620 SS comparison DS comparison  

SS judgment 2726 322 FPR = .190 

DS judgment 200 1372 FNR = .068 

 TPR = .932 TNR = .810  

    

Examiners – Selected comparisons excluding the ‘inconclusive’ judgments 

N = 3318 SS comparison DS comparison  

SS judgment 2365 95 FPR = .108 

DS judgment 74 784 FNR = .030 

 TPR = .970 TNR = .892  

    

Examiners – Number of 'inconclusive' judgments 

N = 1302 SS comparison DS comparison  

SS judgment 361 227  

DS judgment 126 588  

 

When taking into account the calculated LRs of all 79,800 comparisons, the true positive rates 

(sensitivity) and the true negative rates (specificity) of the computer-based method were high, 

at 99.0% and 98.7% for both the 2D and 3D measurements, while the complementary false 

negative and the false positive rates were low. The true positive rates of the 60 selected 

comparisons were slightly lower, at 94.7% for the 2D and 3D measurements, but the true 

negative rates were a lot lower, at 54.5% and 77.3% for the 2D and 3D measurements, 

respectively. These lower true negative rates are to be expected with the selection of a 

‘difficult’ comparison set. This difference is mainly caused by the selection of a relatively 

large proportion of comparisons with misleading same-source LRs.  

The true positive rate of the examiners for the 60 comparisons is slightly lower 

(93.2%) than that of the computer-based method, while the true negative rate is higher 

(81.0%). Based on these results, the examiners seem to be slightly less proficient at 

identifying same-source comparisons correctly, while they are better at identifying different-

source comparisons correctly. 
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When we exclude the judgments that the examiner did not feel confident to report in 

casework from the analysis (considering the ‘inconclusive’ judgments), we see that the true 

positive rate and the true negative rate are slightly higher (97.0% and 98.2%, respectively) 

when compared to all judgments. When only considering the judgments that the examiners 

felt confident to report, the validity of the examiners’ judgments is (slightly) higher than that 

of the computer-based method on both same-source and different-source comparisons. 

Even though the examiners as a group seem to provide quite valid judgments there are 

large individual differences (see Figure 4 and Table 3). 

When we break down the analysis based on judged degree of support, we see that the 

validity of the examiner judgments increased with increasing judged degree of support for a 

source proposition (Table 4). This is shown by the increasing true positive and true negative 

rates with increasing judged degree of support for a source proposition. 

 

Figure 4 

The number of true positive, false positive, true negative, and false negative choices, and the number 

of inconclusives per examiner, for the same-source comparison (top), different-source comparisons 

(bottom), without considering the inconclusives (left) and with inconclusives (right).  
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Table 3 

Specification of the means, standard deviations, and 95% confidence intervals for the True Positive 

and the True Negative Rates (TPR and TNR), and the False Positive and the False Negative Rates 

(FPR and FNR) for all of the 77 examiners’ source choices and for those which they felt confident to 

report (i.e. excluding the inconclusives). 

Validity metric TPR FPR TNR FNR 

Formula TP/(TP+FN) FP/(FP+TN) TN/TN+FP) FN/(FN+TP) 

All source 

choices 

M .932 .190 .810 .068 

SD .077 .167 .167 .077 

95%-CI [.915, .949] [.153, .227] [.773, .847] [.051, .085] 

Excluding 

inconclusives 

M .966 .115 .885 .034 

SD .063 .230 .230 .063 

95%-CI [.952, .980] [.064, .167] [.833, .936] [.020, .048] 

 

Table 4 

Confusion matrices for the judgments of the examiners in relation to the ground truth of the 

comparison (same-source (SS) or different-source (DS) comparison) per judged degree of support. 

Weak support 

N = 504 SS comparison DS comparison  

SS outcome (LR > 1) 84 153 FPR = .415 

DS outcome (LR < 1) 51 216 FNR = .378 

 TPR = .622 TNR = .585  

    

Moderate support 

N = 696 SS comparison DS comparison  

SS outcome (LR > 1) 240 105 FPR = .264 

DS outcome (LR < 1) 58 293 FNR = .195 

 TPR = .805 TNR = .736  

    

Moderately strong support 

N = 689 SS comparison DS comparison  

SS outcome (LR > 1) 351 46 FPR = .151 

DS outcome (LR < 1) 34 258 FNR = .088 

 TPR = .912 TNR = .849  
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Strong support 

N = 1009 SS comparison DS comparison  

SS outcome (LR > 1) 664 15 FPR = .048 

DS outcome (LR < 1) 35 295 FNR = .050 

 TPR = .950 TNR = .952  

    

Very strong support 

N = 1070 SS comparison DS comparison  

SS judgment 826 3 FPR = .013 

DS judgment 17 224 FNR = .020 

 TPR = .980 TNR = .987  

    

Extremely strong support 

N = 652 SS comparison DS comparison  

SS judgment 561 0 FPR = 0 

DS judgment 5 86 FNR = .009 

 TPR = .991 TNR = 1  

 

3.2 Within-subject reliability of judgments 

The summary of the Spearman correlations between the judged degree of similarity and the 

judged degree of support per examiner is shown in Table 5, both for the same-source and 

different-source comparisons. 

Table 5 

The mean, standard deviation, and 95% confidence interval of the Spearman correlations per 

examiner between the judged degree of similarity and degree of support, for the same-source and 

different-source comparisons. 

Source of comparisons N M SD 95%- CI 

Same source 77 .708 .100 [.686, .731] 

Different source 77 .518 .221 [.467, .568] 
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3.3 Between-subject reliability of judgments 

The summary of the Spearman correlations between examiners for the judged degree of 

similarity and the judged degree of support is shown in Table 6, both for the same-source and 

different-source comparisons. Comparing the judgments of all examiners results in a total of 

2926 (77×76/2) correlations per combination of comparison source (same-source or different-

source comparison) and type of judgment (degree of similarity or degree of support). The 

judgments of some of the examiners for the different-source comparisons showed no 

variability, decreasing the total number of between-subject correlations. 

 

Table 6 

The sample sizes, means, standard deviations, and 95% confidence intervals of the Spearman 

correlations between examiners for the judged degree of similarity and degree of support, for the 

same-source and different-source comparisons. 

Source of 

comparisons 

Degree of similarity Degree of support 

N M SD 95%-CI N M SD 95%-CI 

Same source 2926 .620 .111 [.616, .624] 2926 .631 .137 [.626, .636] 

Different 

source 
2775 .395 .208 [.387, .402] 2850 .457 .210 [.449, .465] 

 

 

3.4 Relation between examiners’ judgments and the outcomes of the computer-

based method 

The summary of the Spearman correlations between the examiners’ judgments (degree of 

similarity and degree of support) and the outcomes of the computer-based method based on 

the 2D measurements is shown in Table 7, both for the same-source and different-source 

comparisons. 
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Table 7 

The mean, standard deviation, and 95% confidence interval of the Spearman correlations between the 

judged degree of similarity and the computer-based method’s comparison scores based on the 2D 

measurements and between the judged degree of support and the comparison scores, for the same-

source and different-source comparisons. 

Type of judgment and 

source of comparisons 

 
N M SD 95%-CI 

Degree of similarity Same source 77 .368 .124 [.340, .395] 

 Different source 75 .492 .190 [.450, .535] 

Degree of support Same source 77 .375 .135 [.345, .405] 

 Different source 76 .509 .184 [.468, .551] 

 

 

Figure 5 

The proportion of misleading choices (misleading same-source choices (circles) and misleading 

different-source choices (triangles) per combination of chosen source and judged degree of support, 

including the number of judgments per group. The shaded area represents the area in which the 

proportion of misleading choices should lie if the judged degrees of support are well-calibrated. For 

the different-source choices the approximated LR ranges for the reversed propositions order are 

shown (1/LR). 
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3.5 Calibration of judged degrees of support 

There were 10 examiners who reported likelihood ratios. The proportion of misleading 

choices per judged degree of support is shown in Figure 5. In the same figure the expected 

ranges of misleading choices given the judged degrees of support are shown (shaded area). 

These were calculated using Equation 1. 

The Pearson correlation indicates a significant positive association between the actual 

proportion of misleading same-source choices and the upper bound (r(4) = .957, p = .003) and 

lower bound (r(4) = .907, p = .012) of the expected proportion of misleading choices for the 

same-source choices. For the different-source choices the Pearson correlations are lower and 

not significant (r(4) = .615, p = .194 for the upper bounds and r(4) = .596, p = .211 for the 

lower bounds). Although the positive associations of the same-source choices are large, the 

judged degrees of support are not well-calibrated as overall the actual proportion of 

misleading choices is (much) higher than would be expected based on the judged degrees of 

support (Figure 5). 

4 Discussion 

Following a shooting incident, firearm examiners are asked to judge whether e.g., two 

cartridge cases were fired with the same or different firearms, or whether they were fired with 

a submitted firearm or not. The validity of such judgments is increasingly questioned [1, 8]. 

We believe that the results of this study show that, although there are individual differences 

(Figure 4 and Table 3), the true positive rates (sensitivity) and the true negative rates 

(specificity) of the examiners were quite high. At the same time, the complementary false 

negative and the false positive rates were rather low (Table 2). When looking into the 

individual results we see that percentages of false positive choices (Figure 4, bottom left) are 

fairly high. This might be related to our choice to select ‘difficult’ comparisons, which we 

will discuss later. When comparing the results of the examiners to the used computer-based 

method, the examiners seem to be slightly less proficient at identifying same-source 

comparisons correctly, while they are better at identifying different-source comparisons 

correctly. The result that the examiners are better at identifying different-source comparisons 

correctly, corresponds with that of another study, focusing on the comparison of striation 

patterns from screwdrivers, where the examiners also outperform the computer-based method 

[75]. 
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The source choices of the examiners were more valid when the choices that the 

examiners did not feel confident to report in casework (‘inconclusives’) were excluded from 

the analysis (Table 2). Compared to the results of the computer-based method the examiners’ 

validity is then (slightly) higher for both same-source and different-source comparisons. 

Allowing examiners to judge a comparison as ‘inconclusive’ fitted with the current practice of 

most participants, who provide categorical conclusions in casework (e.g., exclusion / 

inconclusive / inclusion judgments). At the same time, this allowed the examiners to control 

the difficulty of the comparison set on which the validity analysis would be performed. The 

examiners had the liberty to judge each ‘difficult’ comparison as ‘inconclusive’, while the 

computer-based method did not get that liberty. Because of this, we argue that the first 

comparison between examiners and the computer-based method, including examiner 

judgment on all 60 comparisons, is most fair. 

The result that the source choices of the examiners are quite valid and specifically that 

the true negative rate is higher than that of the computer-based method on the set of 60 

comparisons, substantiates their expertise. This does not mean that the computer-based 

method is not useful and cannot be improved upon. The computer-based method is also quite 

valid and can easily deal with a large number of comparisons, while that will be far more time 

consuming for the examiners. Because of the latter capability we chose to select the set of 60 

comparisons based on the outcomes of the computer-based method. This resulted in a 

comparison set which over-represents ‘difficult’ comparisons for the computer-based method. 

Because both the examiners and the computer-based method consider similar features and 

consider a degree of similarity we argue that this was also an approximately equally difficult 

set for the examiners. A way to test this assumption, which we did not deem feasible, could be 

to reverse the order of events, i.e. by first letting the examiners perform all possible 79,800 

comparisons, and to then select a ‘difficult test set’ to provide to the computer-based method. 

Additional studies to improve the validity of the, at this moment, experimental computer-

based method could potentially decrease the overlap between same-source and different-

source comparison scores (Figure 2) and consequently increase its performance. 

For several reasons it is not possible to directly relate the true positive and true 

negative rates, and the false positive and negative rates of the examiners from this study to 

casework. One of these reasons is that the 60 comparisons we used were selected to over-

represent ‘difficult’ comparisons. In addition, the use of the online questionnaire did not 

enable the examiners to manually compare the features of the cartridge cases as they would 
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normally do in casework. They could not include in their considerations the features of other 

firearm components, and their results and conclusions were not peer reviewed. Enabling 

examiners to follow their standard operating procedures could result in better performance. 

The judged degree of support for a source proposition can be considered as a measure 

of difficulty of the comparison. A higher judged degree of support would correspond to a 

lower comparison difficulty and vice versa. When considering our results as such, it can be 

seen that the true positive and true negative rates increased (increasing validity of the source 

choices of the examiners) with increasing judged degree of support (decreasing difficulty). 

This result shows that trying to provide one overall error-rate for a forensic discipline, as is 

implied in the PCAST report [8], is counter-productive. The expected rate of misleading 

evidence will depend on the combination of the examiner’s expertise and the difficulty of the 

specific comparison. Reporting judged evidential strength in probabilistic terms, such as a 

likelihood ratio, instead of a categorical conclusion (i.e., exclusion / inconclusive / inclusion 

judgments) would enable examiners to provide the courts with a more informative conclusion. 

The strong positive association between judgments of the degree of similarity and 

degree of support per examiner (Table 5) shows that the within-subject reliability is quite high 

for same-source comparisons and slightly lower for different-source comparisons. For the 

between-subject reliability of both the judgments about degree of similarity and degree of 

support a similar difference is seen between same-source and different-source comparisons 

(Table 6). The between-subject reliability is lower than the within-subject reliability, but still 

shows a strong positive association between the examiners for same-source judgments. The 

moderate to high within- and between-subject reliability provides support for the proposition 

that the examiners generally reach similar conclusions. 

The moderate positive associations between the judged degrees of similarity and 

judged degrees of support by the examiners, and the comparison scores by the computer-

based method (for the 2D measurements) do not provide strong support for their coherence. 

Although both the examiners and the computer-based method take into account the degree of 

similarity of striation patterns, they might do so differently. Future work could focus on the 

exploration of the applied (cognitive) mechanisms of the examiners and the computer-based 

method to establish the strengths and weaknesses of the two. Such information could assist in 

the exploration of the possibilities of combining the judgments of examiners and the 

outcomes of the computer-based method to increase the overall validity. 
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At this moment, a large-scale implementation of computer-based methods for the 

comparison of striation and impression patterns resulting from firearms seems to be years 

away. This mainly has to do with the need to set up sizable reference databases for the 

evaluation of comparison scores. For a thorough evaluation of the evidence, such reference 

databases will eventually be necessary for the numerous types of marks that can be compared. 

Among others, these could include databases on impression patterns resulting from a 

firearm’s breechface, firing pin or ejector and on striation patterns resulting from a firearm’s 

barrel or firing pin aperture. It is inconceivable that such databases will need to be set up for 

various manufacturing processes or manufacturers. Furthermore, the acquisition parameters 

and the comparison algorithms and their parameters will need to be optimized and the 

methods should be thoroughly validated (for a proposed guideline for validation see Meuwly, 

Ramos and Haraksim (2017) [76]). This does not mean that a smaller scale implementation of 

computer-based methods in casework cannot be achieved in a shorter timespan for specific 

firearm marks and manufacturing processes or manufacturers. This study’s aim of comparing 

the results of examiners to a computer-based method is a first step towards combining the 

outcomes of both in casework. Because we did not find a strong correlation between the 

examiner judgments and the outcomes of the computer-based method it seems plausible that 

their conclusions will also differ in casework. Montani, Marquis, Egli Anthonioz and 

Champod (2019) [77] explore a way to reconcile differing conclusions. They suggest that in a 

forensic report, the outcomes of a computer-based method should carry more weight than the 

judgments of examiners when both consider the same features and when the computer-based 

method is validated and applied within the defined boundaries of usage. The reasoning behind 

this suggestion is that the computer-based method offers systematic measures and as a result 

has higher scientific credentials than examiner judgments. Examiners would subsequently be 

allowed to adapt a computer-based method’s conclusion when they consider additional 

characteristics that are not incorporated in the computer-based method. 

When considering the degree of support judgments of the 10 examiners who report 

LRs in casework it is possible to study how calibrated their judgments are. The actual 

proportions of misleading source choices are much higher than the expected ranges of 

misleading choices given the judged degrees of support, showing that the judged degrees of 

support are not well-calibrated (Figure 5). This effect is most clear for the same-source 

choices, where there is a significant and strong positive association between the actual 

proportion of misleading choices and the expected ranges of misleading choices. These 
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expected ranges are based on the approximated LRs. This means that the examiners have 

judged frequencies of occurrence that are lower than warranted by the proportions of 

misleading choices, resulting in an overestimation of the degree of support. Because 

worldwide most examiners do not report LRs and because the majority of the examiners who 

report LRs in this study are employed in one country care should be taken when generalizing 

this result to a broader population of forensic (firearm) examiners. 

The result that the judged degrees of support of the 10 examiners who report LRs in 

casework are not well-calibrated does not fully corroborate the assumption that examiners are 

able to provide meaningful judgments of the probabilities of features when they provide 

judgments about the degree of support for a source judgments based on their experience [56, 

71]. The result does correspond with the results of other studies on the calibration of 

judgments [78-80]. These studies show that many expert populations show over-extremity in 

their judgments [78], meaning that their probability estimates lie too close to 0 or 1. When we 

look at the actual proportion of misleading choices, the examiners judged lower relative 

frequencies of occurrence (and thus more extreme LRs) than expected if their judgments 

would have been well-calibrated. This can be seen as overconfidence, where examiners 

provide unwarranted support for either same-source or different-source propositions, resulting 

in LRs that are too high or too low, respectively. Because such examiner judgments are relied 

upon by the judicial systems it is important that they are well-calibrated. Simply warning 

examiners about overconfidence [81] or asking them to explain their judgments [82] does not 

necessarily decrease overconfidence of judgments. Providing performance feedback to 

examiners, a necessary component of ‘deliberate practice’ to acquire expertise [83], does 

seem to reduce overconfidence and increase calibration [78, 84-87]. 

We chose to only define the used verbal degree of support scale by numerical 

frequency of occurrence ranges for the examiners that report likelihood ratios in casework. 

We made this choice because we reasoned that asking examiners who had no experience with 

this to assess these frequency of occurrence ranges could result in unreliable judgments. 

Future studies could test whether examiners that report likelihood ratios are more proficient in 

judging these frequency of occurrence ranges than examiners who provide e.g., categorical 

conclusion. Furthermore, research on the use of verbal and numerical expressions to elicit and 

receive probability judgments has shown that peoples’ preferences vary. One third prefers to 

receive and express information numerically, one third prefers verbal expressions for both, 

and one third prefers to receive information numerically and to express it verbally to convey 
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the imprecision of their judgments [88]. This latter preference has been dubbed the 

‘communication mode preference paradox’ [89]. Verbal expressions of probabilities are 

perceived to convey the imprecision of judgments better than numerical expressions and they 

are perceived to be more natural, and easier to communicate and express [90]. At the same 

time, the within and between variability is smaller when numerical probability expressions are 

used instead of verbal expressions [72]. To facilitate a consistent interpretation of probability 

expressions it is advised to provide a short scale of standardized verbal expressions [73, 91, 

92], with a pre-defined rank-order [93, 94] and to define these by (fixed ranges of) numerical 

probabilities [93-98]. Our used degree of support scale, defined by numerical frequency of 

occurrence ranges fulfills these criteria. In current casework practice these criteria seem to be 

met by examiners that report their judgment as a likelihood ratio, defining verbal expression 

of the degree of support by numerical ranges [e.g., 53, 54, 56]. 

5 Conclusions 

We conclude that the true positive rates (sensitivity) and the true negative rates (specificity) of 

firearm examiners are quite high and that they generally reach similar conclusions. The 

examiners seem to be slightly less proficient at identifying same-source comparisons 

correctly, while they outperform the used computer-based method at identifying different-

source comparisons. At the same time, the judged degrees of support for these source choices 

are not well-calibrated. This could be improved by implementing performance feedback to 

reduce overconfidence. Further work on the strengths and weaknesses of the examiners and 

the computer-based method could assist in the exploration of the possibilities of combining 

the judgments of examiners and the outcomes of computer-based method to increase the 

overall validity. 
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Appendix 1 

The selected 38 same-source (SS) and 22 different-source (DS) comparisons ranked on the 

calculated LR based on the 2D data. For each comparison the 2D and 3D comparison score 

and calculated LRs are given and the difference in degree of support steps between the 2D 

and 3D LR (Step Δ). In the columns with the header “Correct” it is shown whether the 

calculated LRs resulted in a true positive (for same-source comparisons) or true negative (for 

different-source comparisons) result. For the examiners these true positive and true negative 

results are given as a proportion of their combined judgment. 

 Comparison Score Calculated LR Correct 

Ground 

Truth 

2D Data 3D Data 2D Data 3D Data Step 

Δ 

2D 

Data 

3D 

Data 

Examiners 

(prop) 

SS 0.21 0.32 0 0 0 No No 0.75 

SS 0.47 0.64 0.34 3.38 1 No Yes 0.45 

SS 0.51 0.74 1.71 97.25 1 Yes Yes 0.53 

SS 0.53 0.66 3.11 5.85 0 Yes Yes 0.75 

SS 0.53 0.73 3.52 69.63 1 Yes Yes 0.96 

SS 0.56 0.72 8.55 44.57 1 Yes Yes 0.91 

SS 0.57 0.75 11.69 133.92 1 Yes Yes 0.92 

SS 0.58 0.80 16.97 3765.89 2 Yes Yes 1.00 

SS 0.60 0.65 31.72 4.05 1 Yes Yes 0.97 

SS 0.60 0.77 32.32 422.56 1 Yes Yes 0.62 

SS 0.62 0.62 65.29 1.73 1 Yes Yes 1.00 

SS 0.65 0.85 186.99 17636022.33 3 Yes Yes 1.00 

SS 0.65 0.72 204.92 39.22 1 Yes Yes 1.00 

SS 0.66 0.89 323.65 Infinite 3 Yes Yes 1.00 

SS 0.66 0.67 324.51 10.65 1 Yes Yes 0.70 

SS 0.67 0.68 1043.65 11.49 2 Yes Yes 0.99 

SS 0.68 0.82 1417.36 56249.56 1 Yes Yes 0.97 

SS 0.68 0.90 1459.59 Infinite 2 Yes Yes 1.00 

SS 0.68 0.84 1834.46 782760.68 1 Yes Yes 0.99 
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SS 0.69 0.78 2649.85 794.33 1 Yes Yes 1.00 

SS 0.69 0.81 2848.76 8692.25 0 Yes Yes 0.97 

SS 0.70 0.80 2920.77 2767.21 0 Yes Yes 1.00 

SS 0.70 0.89 3013.29 Infinite 2 Yes Yes 1.00 

SS 0.70 0.75 3218.64 151.46 1 Yes Yes 0.97 

SS 0.70 0.94 3802.87 Infinite 2 Yes Yes 0.99 

SS 0.71 0.85 6563.04 19073209.13 2 Yes Yes 0.99 

SS 0.73 0.95 25894.64 Infinite 1 Yes Yes 1.00 

SS 0.73 0.85 53313.82 4659241.26 1 Yes Yes 0.99 

SS 0.73 0.87 88430.28 Infinite 1 Yes Yes 1.00 

SS 0.73 0.90 115953.42 Infinite 1 Yes Yes 0.99 

SS 0.74 0.94 479527.17 Infinite 1 Yes Yes 1.00 

SS 0.88 0.88 Infinite Infinite 0 Yes Yes 0.99 

SS 0.77 0.89 Infinite Infinite 0 Yes Yes 0.99 

SS 0.85 0.93 Infinite Infinite 0 Yes Yes 1.00 

SS 0.90 0.88 Infinite Infinite 0 Yes Yes 1.00 

SS 0.78 0.89 Infinite Infinite 0 Yes Yes 1.00 

SS 0.80 0.90 Infinite Infinite 0 Yes Yes 1.00 

SS 0.83 0.61 Infinite 0.88 6 Yes No 1.00 

DS 0.65 0.58 201.62 0.25 1 No Yes 0.45 

DS 0.63 0.58 103.89 0.25 1 No Yes 0.60 

DS 0.58 0.61 24.04 0.99 1 No Yes 0.81 

DS 0.58 0.63 22.24 2.86 0 No No 0.90 

DS 0.58 0.65 21.52 5.90 0 No No 0.40 

DS 0.57 0.62 16.84 1.73 0 No No 0.87 

DS 0.56 0.58 9.22 0.24 1 No Yes 0.57 

DS 0.53 0.60 3.26 0.80 1 No Yes 0.69 

DS 0.52 0.61 2.88 1.24 0 No No 0.82 

DS 0.51 0.62 1.86 2.04 0 No No 0.88 
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DS 0.48 0.60 0.67 0.74 0 Yes Yes 0.83 

DS 0.44 0.59 0.17 0.52 0 Yes Yes 0.87 

DS 0.40 0.56 0.03 0.08 0 Yes Yes 0.45 

DS 0.21 0.40 0.01 0.00 0 Yes Yes 0.84 

DS 0.18 0.40 0.01 0.00 0 Yes Yes 0.97 

DS 0.26 0.26 0.01 0.00 0 Yes Yes 0.99 

DS 0.03 0.41 0.00 0.00 1 Yes Yes 1.00 

DS 0.01 0.42 0 0.00 2 Yes Yes 0.99 

DS -0.01 0.47 0 0.00 1 Yes Yes 0.99 

DS -0.02 0.19 0 0.00 1 Yes Yes 0.97 

DS -0.03 0.44 0 0.00 2 Yes Yes 0.99 

DS -0.14 0.43 0 0.00 2 Yes Yes 0.94 

 


