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‘Measuring is knowing’ is the common expression, and measurement can indeed provide important information. But to draw conclusions from measurement results you will almost always need more than that. Inferences are not only based on those results but also on logic and empirical data. This should indicate to what extent the results are evidence for the truth of relevant hypotheses in a case. When it comes to truth finding, the scientific side of evidence is essential for putting the right weight in the scales.

Lawyers - and they are not alone in it - often confuse science and technology, and scientists with technicians that do measurements. This is unfortunate, because science has a lot more to offer to lawyers than just technology and measurements. Science is also invaluable when it comes to the interpretation of measurements and observations and reasoning with uncertain information. When a lawyer has no knowledge about this and counts on experience and intuition only, he runs the risk of making critical mistakes. This is a major problem, especially since it has been said that: “Judges and lawyers usually react to science with all the enthusiasm of a child about to get a tetanus shot” [1].

The interpretation of evidence is a central theme in criminalistics, but this knowledge is as important for ‘technical’ evidence as for ‘tactical’ evidence, and observations of the court. Interpreting evidence, and reasoning with evidence still often takes place at too low a level.

For example, a judge often expects the expert to come to a decision on issues in the case that are within his area of expertise. The court then ‘anchors’ its final verdict in the (categorical) statements of the expert(s). But in most cases, an expert
cannot make such a statement. He does not have the information or the role to make
decisions, but to describe the scientific evidential value of his observations. Thus, he
enables the lawyer to weigh that part of the totality of the evidence in the case. It is the
duty of the court to come to a final verdict, after weighing all the information in the
case.

Until that decision, a rational decision maker should take the (limited)
evidential value of all the information into account. When uncertainties are elevated to
certainties before then, it can lead to a wrong decision. Just like a bunch of grapes
would cost nothing if the price of a grape would be rounded to zero first. The standard
of proof should not be applied to the separate elements, but to the final total. That also
means that the evidence should be combined first. In another article in this issue
combining evidence will be discussed [2]. In this article, we will limit ourselves to
determining the evidential value of the individual elements.

Science is ahead of the legal world when it comes to the interpretation of
examination results in terms of evidential value. It is indeed directly related to the way
the whole of scientific knowledge is constantly expanded. In criminalistics, we see
that for subjective forms of examination so-called conclusion scales are used: series of
verbal terms that describe the amount of evidential value. But sometimes those terms
(even within one series) were referring to different things such as certainty,
possibility, probability and indication [3].

Traditionally, many verbal conclusion scales consist of terms for the
probability of a hypothesis. This is due to the misconception that a forensic
examination of a trace could determine the probability that any particular suspect left
that trace. But a forensic examination in isolation cannot determine this probability,
because this probability is also determined by many other factors. Other forensic
traces, but also other information. For example, what about the probability that the
accused was present at the crime scene, does he have an alibi? The stronger the alibi
is, the smaller the probability that the suspect left the trace will be. Therefore, the
examination of the trace alone cannot determine that probability.

But then what is the evidential value of the examination of the trace? That
value lies in the extent to which the examination helps to distinguish between
hypotheses, in this case hypotheses about who left the traces behind. The evidence
does not determine the probability of the truth of a hypothesis, but it does make this
probability (or our legitimate degree of belief) increase or decrease. Evidential value in that sense, is a relative term.

Already in 1908, this relativity was pointed out to the renowned forensic expert Alphonse Bertillon in the Dreyfus trial [4]. The similarities he observed in a comparative examination could not determine the probability of the hypothesis of equal origin, as Bertillon had claimed. It was the mathematician Henri Poincaré from the Academie des Sciences that pointed out that the evidential value of the perceived similarities could only give the relative change of the probability of a hypothesis, and not that probability itself.

The evidential value makes the ratio of the probabilities of two competing hypotheses (e.g. about the source of a trace) change. The factor by which it changes follows from the laws of probability. It is called the likelihood ratio (LR) and provides a universal measure of evidential value. The LR (and therefore the evidential value) is equal to the probability of the observation when one hypothesis is true, divided by the probability to observe the same when the competing hypothesis is true [5].

Poincaré had such knowledge, but it was not adopted by the forensic world, which did not have strong academic roots and was strongly related to law enforcement. Due to the outbreak of the First World War, forensic science got even less attention and this hampered the development of forensic knowledge. The existing knowledge became a technical, protocolled tool for law enforcement. Poincaré’s warnings were forgotten.

Sir Harold Jeffreys came with a scale of verbal terms for evidential value in 1939. He associated the numerical LR with verbal terms such as ‘not worth more than a bare mention’ (LR: 1-3), ‘substantial’ (3-10), ‘strong’ (10-30), and ‘very strong’ (30-100) [6]. In more recent times, it was Irving John Good [7] who used probability theory for the weighing of evidence, for which he also saw forensic applications. But a serious application of the probabilistic approach in modern forensic science had to wait until the seventies of last century in forensic glass examination [8]. It was especially the advent of DNA testing [9] in the eighties that caused this approach to penetrate the rest of the forensic world [10].

It enabled forensic science to objectify examinations and evidential value, and made clear what methodology should be applied. In comparative examination of traces [11] the question is whether a trace of unknown (or disputed) origin has the same origin as a reference trace of known origin.
To objectify such examinations, the following steps describe a correct methodology:

- First, the observation itself should be objectified, by defining a number of relevant, objective features of the traces (in the broad sense).
- Then an objective measure of the difference between (or similarity of) two sets of features is defined: the score.
- For the interpretation of this score, background data are necessary. How different are traces from the same source, and how different are traces from different sources? Therefore, comparisons are made between traces from the same source (minor differences are expected), for many sources in a collection that is representative of the population. The same is done for traces from many different sources (larger differences are expected).
- With these background data, we can determine how probable an observed degree of difference in a case is under the hypotheses of same or different source. The ratio of these two probabilities is equal to the evidential value (LR) for the hypotheses of equal or different origins of the traces. With that, we have objectified the interpretation of the examination results as well.

Even when the features cannot be quantified, the same logic applies. Without numbers, the probability of the observations under two competing hypotheses still needs to be evaluated to determine the (non-numerical) evidential value. The verbal conclusion scale of the NFI for example reads [12]:

The findings of the examination are...

- about equally likely;
- somewhat more likely;
- more likely;
- much more likely;
- very much more likely

...when hypothesis 1 is correct, as / than when hypothesis 2 is correct.

Because of the advances in forensic interpretation and evaluation of evidence, it also has become clear how complex it really is. In addition, a number of problems that
have always been there now clearly emerged: the so-called thinking errors or fallacies. The two main fallacies are named after the prosecution and defense: the so-called prosecutor’s fallacy and defense attorney’s fallacy [13].

Although the names suggest who would mainly be committing these fallacies, in practice the prosecutor’s fallacy turns out to be the fallacy most often made by all parties. This fallacy is also referred to as the ‘transposed conditional’. A common example is the transposition by which a conclusion such as “the probability of a matching DNA profile, given that the accused is not the donor of the trace, is 1 in 1 billion” is wrongly understood as “the probability that the suspect was not the donor of the trace, given the matching DNA profile, is 1 in 1 billion”.

How wrong this transposition is becomes evident with a simpler example as “the probability that an animal has four legs, given that it is a cow” which is clearly not the same as “the probability that an animal is a cow, given that it has 4 legs”. In general, this fallacy confuses “the probability of the observation given the hypothesis” with “the probability of the hypothesis given the observation”.

In the case of the defense attorney’s fallacy, a conclusion as “the probability of a matching DNA profile, given that the accused is not the donor of the trace is 1 in 1 billion” is dismissed by adding that the suspect (with the current world population) is only one of seven people that could be the donor of the trace. The fallacy here is that it is implicitly and wrongly assumed that the entire world population is equally probable as a donor, an assumption that in reality will never be justified. A similar error is to state that in spite of such strong evidence a suspect is “merely not excluded”.

The above is no easy matter, but I hope that this “scientific injection” was not too painful, and that it has become clear that more knowledge about it is important for the weighing of evidence and hence for making a correct decision.
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[11.] Most forensic examinations are of this type, whether it concerns DNA, bullets, fibers, glass, or finger marks.
